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Abstract: The Intelligent Transportation System (ITS) provides services related to different modes of transport 

and traffic management systems with an integration of traffic control centers. Video-Based investigation for 

traffic surveillance has been a vital part of ITS. The traffic surveillance in urban environment have become 

more challenging compared to the highways due to various factors like camera placement, cluttered 

background, pose variation, object occlusion and illumination changes. This paper provides review on video-

based vehicle surveillance for detection, tracking and behavior analysis with systematic description. In this 

survey we classify the dynamic attributes of vehicle with respect to vehicle motion and appearance 

characteristics, including velocity, direction of movement, vehicle trajectories on a single camera. 
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1. INTRODUCTION  
The escalation of vehicle in urban areas made traf-

fic surveillance a greater challenge in the medium and 

large sized cities. The advancements in computer vi-

sion, computing and camera technologies have raised 

the interest in video-based traffic surveillance appli-

cations, which has become the key part of intelligent 

transportation systems (ITS). The existing surveil-

lance system collects traffic flow information that 

mainly includes traffic parameters and traffic incident 

detection [1]. The system developed is able to capture 

vehicles visual appearance and extract more informa-

tion about them through vehicle detection, tracking, 

recognition and behavior analysis. 

To improve video-based traffic surveillance sys-

tems many efforts have been devoted by various re-

searchers, but they still face many challenges and is-

sues in real traffic scenes for an ITS application. The 

typical scenes include vehicle occlusion, pose varia-

tions, all day surveillance and behavior understanding 

of a vehicle on a single camera network. The variabil-

ity in vehicle types, size color and pose limits vehicle 

tracking to specific scenes [40]. An investigation on 

vehicle detection, tracking and on-road behavior anal-

ysis can be found in [32]. A review on various tech-

niques used in video-based traffic surveillance is dis-

cussed from a computer vision perspective. These 

techniques include vehicle detection, tracking and 

behavior understanding on single camera. This paper 

also includes improvements, modifications, highlight 

the advantages and disadvantages. 

 

2. VEHICLE DETECTION 
The localization of an image or robust vehicle de-

tection is the first step in video processing. The effi-

ciency & accuracy of vehicle detection is of great im-

portance for vehicle tracking, vehicle movement ex-

pression, and behavior understanding and is the basis 

for subsequent processing [32].The vehicle detection 

process was divided into appearance based and mo-

tion based techniques [1]. The appearance based tech-

niques uses the appearance features like shape, color 

& texture of the vehicle to detect the vehicle or sepa-

rate it from the background, whereas the motion based 

techniques uses the moving characteristic to distin-

guish vehicles from the stationary background image. 

A vehicle detection technique with a list of selected 

publications in each category is shown in Table 1  

  
 

 

2.1 Motion-Based Features  
Motion detection is an important task in computer 

vision. In traffic scenes, the most common characte-

ristic of interest is whether a vehicle is “moving” 
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since it is typically only the moving vehicles that are 

of interest (traffic counts, safety, etc.).Motion detec-

tion aims to separate moving foreground objects from 

the static background in the image. The motion cues 

are used to distinguish moving vehicles from statio-

nary background, it can be classified into: temporal 

frame differencing [28] that depends on the last two 

or three consecutive frames, background subtraction 

[33], which require frame history to build background 

model and finally optical flow [24] is based on in-

stantaneous pixel speed on image surface. 

 
TABLE 1 REPRESENTATIVE WORK IN VISION BASED 

VEHICLE DETECTION.  

 

Techniques Methods References 

Motion-Based  

Features 

Frame Differenc-

ing 

[28] [11] 

[25] 

Background Sub-

traction 
[33] [30] 

1.Median  Filter 

2. Kalman Filter 
[29] [34] 

Single Gaussian 

pixel distribution 
[4] [16] 

Gaussian     Mix-

ture Model 

[35] [36] 

[5] 

 

Optical Flow [24] [12] 

Appearance-

Based Fea-

tures 

Feature Based 

Technique [37] [14] 

[15][38]  

[6] [46] 

[21] [44] 

1.SIFT 

2.HOG 

3.Haar-like 

Part-Based model 
[32] [15] 

[8] 

 

2.1.1 Frame Differencing  

The pixel-wise difference is computed between two 

consecutive frames in temporal frame differencing 

method. The moving foreground regions are deter-

mined using a threshold value [28]. Street-parking 

vehicles were detected using frame differencing in 

[11], [13] with noise suppression. Motorcycles were 

detected in [25]. The use of three consecutive frames 

improves detection as in [28], where dual inter-frame 

subtraction are calculated and binarized followed by a 

bitwise AND to extract the moving target region.   

 

2.1.2 Background Subtraction  

Background subtraction methods are the most 

widely studied and used approach for motion detec-

tion. Foreground objects are extracted by calculating 

the difference by pixel between the current image and 

a background image [33]. In the simplest case, the 

background image is constructed by specific known 

background images, e.g., background averaging me-

thod, in which a period of image sequences, are aver-

aged to obtain a background model [30]. However, in 

real traffic scenes, the background are usually chang-

ing; therefore, this kind of method is not suitable for 

dynamic traffic scenes. Thus, the background is con-

structed without known background image, which 

make the following assumptions. 

 

 Background is always the most frequently 

observed in the image sequence. 

 The background pixel has the maximum 

appearance time at a steady state. 

 
 

2.1.2.1 Median Filter  

In non-recursive median filtering the background is 

estimated by finding the median value for each pixel 

from a set of frames stored in a buffer. This technique 

is based on the assumption that the background pixels 

will not vary dramatically over a time period. A recur-

sive approximation of the temporal median was pro-

posed in [29]. This technique estimate the median 

through a simple recursive filter that increases or de-

creases by one if the input pixel is greater or less than 

the estimate respectively and it is not changed if it 

equals. In addition to the high computational com-

plexity of the non-recursive median filtering, its 

memory requirement is high.  In contrast the major 

strengths of the approximate median filter are its 

computational efficiency, robustness to noise, and 

simplicity. 

 

2.1.2.2 Kalman Filter   

The Kalman filter [34] is a mathematical power 

tool that plays an important role in computer graphics. 

It is also known as linear quadratic estimation. The 

kalman filter make use  of a series of measurements 

observed over time, containing noise and other inac-

curacies, and produces estimates of unknown va-

riables that tend to be more precise than those based 

on a single measurement alone. The Kalman filter can 

make full use of the historical information and reduce 

the search range of the image, to significantly im-

prove system processing speed. The Kalman filter 

increases the tracking accuracy and stability 

 

2.1.2.3 Single Gaussian Pixel Distribution  

Temporal single Gaussian is used to model back-

ground recursively, which improve robustness and 

reduce memory requirement. To achieve more adap-

tive background model pixels variance was addition-

ally calculated [4]. The model is computed recursively 

in the form of cumulative running average and stan-

dard deviation [16]. Based on the pixel position, each 

pixel is classified either a background or a foreground 

pixel. Thus single Gaussian model can be considered 

as the statistical equivalent of dynamic threshold [16]. 
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This model has limited computational cost; yet it still 

produces tail effects.  

 

2.1.2.4 Gaussian Mixture Model  

Gaussian mixture model (GMM) was introduced by 

Chris stauffer and W.E.L Grimson in 1999 [35]. It 

models each pixel as a mixture of two or more Gaus-

sians temporally with online updated data. These dis-

tributions are estimated as either a stable background 

process or short-term foreground process by evaluat-

ing its stability. If the distribution of pixels is stable 

and if above the threshold, then it is termed as back-

ground pixel. The speed and adaption rate of the 

GMM was improved in [36], [7] through extending 

the standard update equations, by using fixed number 

of distributions. An improved GMM model using re-

cursive computation was presented in [48], which 

update GMM parameters continuously. This method 

is adaptive to light variations and repetitive clutter 

with higher computational complexity.   

 

2.1.3 Optical Flow  

Optical flow is the instantaneous speed of pixels on 

the image surface, which corresponds to moving ob-

jects in 3-D space. The main idea of optical flow is to 

match pixels between image frames using temporal 

and gradient information. In [5], dense optical flow 

was used to separate merged blobs of vehicles. In 

[24], optical flow was used with 3-D wireframes for 

vehicle segmentation. The iterative nature of optical 

flow calculations provides accurate subpixel motion 

vectors at the expense of added computational time. 

Yet, optical flow methods are still popular for vehicle 

detection since these techniques are less susceptible to 

occlusion issues.  

 

2.2 Appearance-Based Features 
The visual information of an object can be catego-

rized into: color, texture, and shape. Prior information 

is usually employed for modeling when using me-

thods based on these features. The feature extraction 

method is used to compare the extracted 2-D image 

features with the true 3-D features in the real world 

environment. In contrast to motion-based methods, 

appearance-based methods can detect and recognize 

stationary objects.  

 

2.2.1 Feature-Based Techniques 

 The visual appearances of the vehicles are characte-

rized using coded representative feature descriptions. 

A variety of features have been used in vehicle detec-

tion such as local symmetry edge operators. It is sen-

sitive to size and illumination variations, thus a more 

spatial invariance edge based histogram was used in 

[41]. These simple features evolve into more general 

and robust features that allow direct detection and 

classification of vehicles. Scale Invariant Feature 

Transformation (SIFT) [12], Histogram of Oriented 

Gradient (HOG) [19] and Haar-like features [26] are 

extensively used in vehicle detection literature.  

 

 2.2.1.1 Scale Invariant Feature Transformation 

In Scale Invariant Feature Transformation (SIFT) 

[18] the features are detected through a staged filter-

ing approach, which identifies local edge orientation 

around stable key points in scale space. The generated 

features are invariant to image scaling, translation, 

rotation and also it is partially invariant to illumina-

tion changes and affine or 3D projection. In addition 

to the feature vector, the characteristics scale and 

orientation of every key point is calculated. It can be 

used to find correspondence of object points in differ-

ent frames.  

 

 2.2.1.2 Histogram of Oriented Gradient  

The Histogram of Oriented Gradient (HOG) [19] 

computes the image gradient directional histogram, 

which is an integrated presentation of gradient and 

edge information. It was originally proposed to detect 

pedestrian, then in [20], it was introduced for vehicle 

detection by using 3-D model surface instead of 2-D 

grid of cell to generate 3-D histogram of oriented gra-

dient (3-DHOG). A combination of a latent support 

vector machine (LSVM) and HOG was used in [9] to 

combines both local and global features of the vehicle 

as a deformable object model. Illumination and geo-

metric invariance together with the high computa-

tional efficiency are the main advantages of this fea-

ture.  

 

 2.2.1.3 Haar-Like Features  

Haar-like features [26] are formed of sum and dif-

ferences of rectangles over an image patch to describe 

the grey-level distribution of adjacent regions. The 

filters used to extract the features consist of two, three 

or four that can be at any position and scale. The out-

put of the filter is calculated by adding the pixel val-

ues for the grey region and white region separately, 

and then the difference between the two sums is nor-

malized. A Haar feature was used in [37] to detect 

vehicles and it was employed to train a cascaded 

Adaboost classifier. The advantage of this feature are 

it is sensitive to vertical, horizontal and symmetric 

structure, which make them well suited for real time 

application. The disadvantage is that it has a high 

computational efficiency. 

  

 2.2.2 Part-Based Model  
Part-based detection models divide an object into a 

number of smaller parts and model the spatial rela-

tionships between these parts, have become popular 

for vehicle detection recently. Vehicles were sepa-

rated into front, side, and rear parts to improve detec-

tion performance in occlusion and at the edge of the 

camera FOV [32]. The discriminatively trained de-

formable part model in [14] is used for robust vehicle 
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detection. 

 

3. VEHICLE TRACKING  
Vehicle tracking is used to predict vehicle positions 

in subsequent frames, match vehicles between adja-

cent frames, and ultimately obtain the trajectory and 

location for each frame in the camera FOV of the ve-

hicle. Tracking method gets hold of vehicle trajectory 

through identifying motion dynamic attributes and 

characteristics to locate its position in every frame 

[1].Vehicles tracking can be merged with the detec-

tion process or performed separately. The detected 

vehicles and its correspondence are jointly estimated 

by updating location iteratively using information 

obtained from previous frames. In the latter case, ve-

hicle detection is performed in every frame, and data 

association is used to provide correspondence be-

tween vehicles in consecutive frames [32].Current 

trends in vehicle tracking can be classified into: re-

gion-based (shape or contour), and feature-based 

tracking. A list of selected publications in each cate-

gory is presented in Table 2. 

 
 

TABLE 2 REPRESENTATIVE WORK IN VEHICLE 
TRACKING CATEGORIES. 

 

Techniques Methods References 

Region-

Based  

Tracking 

Shape- 

Based 

Mandellos, et al., 

[21] 

Lai, et al., [10] 

Contour- 

Based 

Zhang, et al., [44] 

Meier, et al., [8] 

Feature-

Based 

Tracking 

Buch, et al., [22] 

Bouttefroy, et al., [27] 

                           

3.1 Region-Based Tracking  
Tracking based on region detects vehicles sil-

houette as connected regions within rectangular, oval 

or any simple geometric shape, which can be charac-

terized by area, coordinates, centroids, edges, contour 

or intensity histogram etc. Data association between 

region characteristics within consecutive frame is 

used to perform tracking.  

In [21] shape based tracking with Kalman filtering 

were used to match simple region. In [10] graph-

based region tracking was used for highway vehicles 

by finding the maximal weight graph. The 

disadvantages of this technique are computational 

complexity and its failure in crowded situation. The 

length and height of the convex hull were used to 

track vehicle. In [44] the contour of two vehicles was 

used to resolve occlusion. Vehicle-contour-tracking 

method was used in [8] to handle visual clutter and 

partial occlusions. 

3.2 Feature-Based Tracking  
The feature-based approach is suitable for tracking 

those targets with small area in the image by com-

pactly representing parts of a vehicle or local areas. 

The various vehicle features detected are used to per-

form matching with consecutive frames. The corners 

and edges were used to represent vehicles in earlier 

techniques. The combination of corners, edges or in-

terest points with feature descriptors like SIFT [37], 

HOG [38], [22] and Haar-like [46] are proposed in 

several techniques for vehicle tracking. Other tech-

niques perform tracking based on color histogram, 

which is more robust to noise and invariant to vehicle 

rotation and translation [27].But the main challenge in 

this technique is to choose appropriate set of features 

which can effectively represent the moving object (i.e. 

vehicle).  

 

3.3 Tracking Algorithms  

All tracking techniques require prediction and data 

association process that can be performed using 

tracking algorithms that include Kalman filter and 

Particle filter.  

 

3.3.1 Kalman Filter Tracking  

Kalman filtering is used to estimate the object po-

sition in the new frame assuming that the dynamics of 

the moving object can be modeled and that the noise 

effect is stationary with zero mean. The Kalman filter 

is estimated recursively using the previously esti-

mated states and current measurements to obtain a 

new state. Projective Kalman filter was combined 

with mean-shift algorithm in [22] to perform vehicle 

tracking. To provide accurate estimation of vehicle 

position, a non-linear projection of the vehicle trajec-

tory is integrated in its observation function. Variable 

sample rate Kalman filter proposed in [23] track 3D 

model vehicle on the ground plane. Kalman filter was 

used in [47] to predict the possible location of the ve-

hicle, and then accurate estimation was achieved by 

predicted point matching using Gabor wavelet fea-

tures.  

 

3.3.2 Particle-Filter Tracking  

The particle filter is a generalization of the Kalman 

filter. The basic idea of particle filter is to use a set of 

random samples with associated weights and estima-

tion based on these samples to represent the posterior 

probability density. According to Monte Carlo theory, 

when the number of particles is big enough, the group 

of particles with associated weight can completely 

describe a posteriori probability distribution. At this 

point, the Bayesian estimation of particle filter is op-

timal [17] is used, which overcomes the constraint of 

a single Gaussian distribution of Kalman filters. Ve-

hicle contour tracking in [8] is based on particle filter 

condensation algorithm. Color histogram and edge-



 

 
                                              

ISSN: 2456 - 3935   
 

International Journal of Advances in Computer and Electronics Engineering 
Volume: 02 Issue: 05, May 2017, pp. 07 – 13  

 
 

 

International Journal of Advances in Computer and Electronics Engineering, vol. 2, no. 5, pp. 7-13, May 2017 

      www.ijaceeonline.com                                                                    11 

 

based shape features were combined in [39], to im-

prove the efficiency, even with significant color vari-

ations, poor lighting, and/or background clutter edges. 
 

4. BEHAVIOR UNDERSTANDING  
After dynamic attributes extraction, vehicle beha-

vior understanding will be performed. In this section, 

we study the behavior understanding techniques on a 

single camera.  
 

4.1 Behavior Understanding on A Single   

      Camera 

Behavior understanding means the classification of 

time-varying feature data, i.e., matching an unknown 

test sequence with a group of labeled reference se-

quences representing typical or learned behaviors 

[2].Vehicle behavior understanding depends on ve-

hicle trajectories and other dynamic attributes, such as 

velocity and acceleration. The fundamental issue is 

that it is difficult to learn the reference behavior se-

quences from training samples and to devise both 

training and matching methods for coping effectively 

with small variations of the feature data within each 

class of motion pattern. There are two main steps in 

behavior understanding: First, a dictionary of refer-

ence behaviors is constructed, and second, it checks if 

a match can be found in the dictionary for each obser-

vation. The reference behaviors can be applied for 

two main purposes: explicit event recognition, which 

means giving a proper semantic interpretations, and 

anomaly detection, such as traffic event detection (il-

legal stop vehicles, converse driving, congestion, and 

crashes) and traffic violation detection (red-light run-

ning and illegal lane changing).  
  

4.1.1 Behavior Understanding Based On    

         Trajectory Analysis 

Most existing traffic monitoring systems are based 

on motion trajectory analysis. Trajectory analysis [42] 

is an important and basic research in behavior analysis 

and understanding. A motion trajectory is identified 

by tracking an object from one frame to the next and 

then linking its positions in consecutive frames. The 

following describes a common solution framework for 

vehicle behavior modeling and recognition in traffic 

monitoring systems using the trajectory-based ap-

proach. The spatiotemporal trajectories are created, 

which describe the motion paths of tracked vehicles. 

Then, characteristic motion patterns are learned, e.g., 

clustering these trajectories into prototype curves. 

Finally, by tracking the position within these proto-

type curves, motion recognition is tackled. To sum-

marize, learning and analyzing trajectories include 

three basic steps: trajectory clustering, trajectory 

modeling, and trajectory retrieval. 
 

4.1.1.1Trajectory Clustering  

The key task is to determine an appropriate number 

of trajectory clusters automatically. Inappropriate set-

ting of the number of trajectory clusters may result in 

inaccurate trajectory clustering, particularly when the 

number of trajectories is very large. Stauffer and 

Grimson [39] learned local trajectory features by 

vector quantization (VQ) on subimages and learned 

those features similarities using local co-occurrence 

measurements to do cluster analysis. Wang et al. [43] 

utilized spectral clustering to complete trajectory 

clustering, and help to detect and predict anomalies. 

Vasquez and Fraichard [45] proposed a rather flexible 

expectation-maximization algorithm to compute the 

trajectory similarity, and combined complete-link hie-

rarchical clustering and deterministic annealing pair-

wise clustering together for trajectory clustering.  
 

4.1.1.2 Trajectory Modeling  

Each cluster of trajectories is organized as a trajec-

tory pattern. Trajectory cluster modeling is building a 

model of trajectories in each cluster according to their 

statistical distribution, such as a hierarchical Dirichlet 

process and a Dirichlet process mixture model 

(DPMM). When a new unknown video pattern is in-

coming, the time-sensitive DPMM can be performed 

by using known normal events. The HMM model has 

been used to represent trajectories and time series 

successfully.  
 

4.1.1.3 Trajectory Retrieval 

In trajectory analysis the user can give a query, 

such as “find all illegal stop vehicles at 8:00–10:00 in 

the Southwest road,” and a matching is performed to 

return all examples in a traffic surveillance database. 

The posterior probability estimation method is used to 

match the query trajectory to the corresponding tra-

jectory pattern. The retrieved videos are ranked by the 

posterior probabilities. There are two common used 

algorithms to represent and compare trajectories: 

string matching algorithm and sketch matching algo-

rithm. The string-based method can automatically 

convert a trajectory to a string and match it using its 

semantic meanings. Vlachos et al. [18] utilized the 

longest common subsequence (LCSS) algorithm 

complete string-based matching trajectories by per-

forming a frame-by-frame analysis directly on ob-

jects’ coordinates.  

The work in [3] assumed a query by example me-

chanism according to presented example trajectory 

and the search system could return a ranked list of 

most similar items in the data set by a string matching 

algorithm, whereas the sketch-based method projects 

a trajectory on a set of basic functions and matches it 

according to its low-level geometrical features. 

 

5. DISCUSSION ON FUTURE  

    DEVELOPMENT  
This section will provide a discussion, analyses and 

perspectives of challenges and future research direc-
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tions on video-based traffic surveillance. Most of the 

work achieved so far deal with highway rather than 

urban environments. The main technical challenge 

from the application perspective lies in the camera 

view and operating condition, which impose many 

additional limitations [32]. Vehicle surveillance sys-

tems undergo various difficulties especially in urban 

traffic scenarios such as road sections and intersection 

in which dense traffic, vehicle occlusion, pose and 

orientation variation and camera placement highly 

affect their performance.  

In road sections vehicles usually travels in a uni-di-

rection in which heavy traffic and congestion may 

affect vehicle detection due to slow or temporary 

stopped vehicles. Vehicle pose and orientation with 

respect to the camera often varies while moving 

within intersections due to lane change and turn left, 

right and round. This will vary the appearance and 

scale of vehicle within consecutive frames affecting 

tracking and classification dramatically. All of that 

will increase the complexity of tracking process and 

affect the real time performance. Nighttime is a dra-

matic challenge for traffic surveillance, in which 

headlight and taillights are used to represent the ve-

hicle.  

 

6. CONCLUSION  
In this paper, we have provided an extensive review 

of the state-of-the-art literature addressing computer 

vision techniques used in video based traffic surveil-

lance and monitoring systems. These systems perform 

three major operations that are vehicle detection, 

tracking and behavior understanding. Vehicle detec-

tion was divided into two main categories based on 

vehicle representation, namely, techniques based on 

motion cues and techniques that employ appearance 

features. Both techniques can be used to isolate ve-

hicles from the background scene with different com-

putational complexity and detection accuracy. Vehicle 

tracking was categorized into region and feature based 

tracking with a discussion on motion and parameter 

estimation schemes employed like Kalman and Par-

ticle filtering.  

We also provide a detailed summarize on vehicle 

behavior understanding on a single camera using tra-

jectory information. We believe that, this paper pro-

vides a rich bibliography content regarding vehicles 

surveillance systems, which can provide valuable in-

sight into this important research area and encourage 

new research. 
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