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Abstract: Speaker recognition is an automated process of knowing who is speaking, on the basis of distinctive 

information included in speech signals. Every speaker recognition process involves enrollment of speakers 

during the training session and verification or identification during the testing session. Feature extraction and 

speaker modelling are the two very essential steps in any speaker verification or identification process. This 

paper discusses the development of speaker identification system using perceptual linear prediction (PLP) for 

feature extraction and hidden Markov model (HMM) for speaker modelling. The former technique uses concepts 

from the psychophysics of hearing to derive an estimate of the auditory spectrum: (1) the critical-band spectral 

analysis, (2) the equal loudness curve, and (3) the intensity-loudness power law, whereas the latter one is a 

doubly stochastic process especially known for its application in temporal pattern recognition such as speech, 

handwriting etc. Pitch is used as an extra feature to work on the limitation of HMM in order to enhance the 

speaker identification Rate (SIR) of the system. The Results of the system developed using only PLP are 

compared with the system developed using both PLP and Pitch.    

Keyword: Hidden Markov model; perceptual linear prediction; spectrum; speaker identification rate; speaker 

recognition; 

 

1. INTRODUCTION 
   Speaker recognition is a biometric technique that 

uses an individual’s voice for identification or verifi-

cation purpose. There are many people who often 

confuse themselves thinking that voice (speaker) 

recognition and speech recognition are one and the 

same but there is a big difference between the two[1-

4]. Speech recognition is recognizing what is being 

spoken whereas speaker recognition is identifying or 

verifying the speaker who has made an utterance. 

   There are two major applications of speaker recog-

nition which are speaker verification and speaker 

identification. If the speaker claims to be of a certain 

identity and the voice is used to verify his/her claim, 

this is called verification. On the other hand, deter-

mining an unknown speaker’s identity is called identi-

fication. Moreover if the uttered text is the same for 

enrolment and verification then it is called text-de-

pendent recognition. If not, then it is called text-inde-

pendent recognition [5]. In a text-dependent system, 

utterances can either be common for all speakers or 

unique for each whereas this in not the case in text  

 

independent system.  

   Speaker recognition is also categorized into closed-

set recognition and open-set recognition [6-7]. The 

closed-set refers to the cases in which the unknown 

voice must come from a set of known speakers and 

the Open-set means unknown voice may come from 

unregistered speakers as well. 

   Speech is always regarded as the most powerful 

form of communication because of its rich dimen-

sional character. Besides the speech text, the rich di-

mensions also refer to as the gender, emotion, atti-

tude, health situation and identity of a speaker. This 

information is very important for establishing an ef-

fective communication. 

   The speaker recognition systems are developed in 

two phases [1, 8] training phase and recognition 

phase. In the training phase, each registered speaker 

provides samples of his/her speech so that the system 

can create a reference model corresponding to that 

speaker. In the testing phase, the input speech is com-

pared with stored model(s) and a recognition decision 
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is made. 

   One of the important decisions in any pattern recog-

nition system is to choose how exactly to represent 

the signal that is to be classified. Through more than 

many years of research, many different feature ex-

traction techniques of the speech signal have been 

suggested and tried like Mel Frequency Cepstrum 

Coefficient (MFCC) [9], LPC [10] etc. PLP [11] is 

one such technique. Moreover for speaker modelling, 

different modelling techniques for speaker recognition 

system have been identified such as Gaussian Mixture 

Model (GMM) [12] and Hidden Markov Model 

(HMM) [13-14], which are prevalent techniques in 

this field. 

   Speaker recognition is a difficult task. The funda-

mental source of variation is the speaker him-

self/herself. Speech signals in training and testing ses-

sions can be largely different due to many factors 

such as age (people voice change with time), speaking 

rates, and health conditions and so on. There are also 

other factors that present a challenge to speaker 

recognition technology. Acoustical noise and varia-

tions in recording environments are two of them.    

   Since speaker recognition technique enables the 

system to use the speaker's voice for identity verifica-

tion and controlling access to services such as voice 

dialling, banking & shopping by telephone, remote 

access to computers etc., therefore, a highly efficient 

and accurate speaker recognition system is a must. 

The speaker identification system proposed in this 

paper is a text dependent system which uses tech-

niques like PLP for feature extraction and HMM for 

speaker modelling and pattern classification. HMM 

has a limitation. The higher the number of speaker 

models to compare the test voice signal with, lesser is 

the identification accuracy. Say for example if  there 

are   ’ number of speaker models, the identification 

accuracy of the system will be more if the test voice 

sample is matched/compared  with a  number of 

speaker models, less than are   ’. Because of this is-

sue, the efficiency of the system using HMM reduces 

on increasing the number of speaker models. 

   To overcome this drawback of HMM, pitch is used 

as an additional feature to categorize the speaker 

models into sets in order to reduce the number of 

comparisons for improved results. Moreover, the re-

sults of the system developed using PLP only are 

compared with that of the system developed using 

pitch as an additional feature along with PLP.  

 

2. DESIGN APPROACH 
   The proposed system has been implemented using 

the sampling rate of 8000Hz with reference to human 

speech analysis standard. Voice samples are recorded 

in audio format and then converted into      format 

for further processing. Filtering of the Recorded voice 

samples is done using a Band-Pass Filter with the 

passband frequency range same as the audible fre-

quency range of humans.  

 

of the manuscript shall contain the sections such as 

introduction, literature review/related works, methods 

and materials, proposed method/algorithm, experi-

mental setup, results and discussion, conclusion, 

acknowledgement, references, biography with op-

tional photograph.  

 

2.1 Silence Removal and End Point Detection 
   This algorithm is divided into two parts. Silence 

Portions of voice signal have been removed by ini-

tially labelling samples as voiced/silence using statis-

tical properties of background noise. The mean and 

standard deviation of the   samples of the given utter-

ance are calculated as: 

   
 

 
      

 

   
                               (1) 

    
 

 
           

 

   
                (2) 

If       represents the recorded voice signals, then μ is 
the mean and   is the standard deviation.  Background 

noise is characterized by Equation (1) ,(2). For each 

sample, if one dimensional Mahalanobis distance 

function is  
     

 
    then the sample is treated as 

voiced sample, otherwise silence/unvoiced sample. 

 

2.2 Modified Autocorrelation Method for              

      Pitch Detection 
   The modified autocorrelation pitch detector is based 

on the centre-clipping method [15-16]. Generally 

Clipping Threshold (Cl) is about 30% of the maxi-

mum magnitude of signal. To get high  , we can take 

the peak value of the first 1/3 and the last 1/3 of the 

signal and use the lesser one to be the maximum mag-

nitude. Then the 60-80% of this maximum magnitude 

is set      
 

          

                   

                     

                

                       

         (4) 

 

   Centre clipping of the signal using Equation (4) is 

followed by the autocorrelation of the obtained centre 

clipped signal. Thereafter, the autocorrelation func-

tion is searched for its maximum value in every win-

dow of samples. The maximum value of the autocor-

relation function is then compared with 0.55 times 

energy of the signal. If less, pitch is considered zero 

otherwise location of that maximum value is the pitch 

corresponding to those samples. Average of those 

values gives the pitch of the voice signal [16].  

   The template is used to format your paper and style 

the text. All margins, column widths, line spaces, and 

text fonts are prescribed; please do not alter them. 

You may note peculiarities. For example, the head 

margin in this template measures proportionately 

more than is customary. This measurement and others 
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are deliberate, using specifications that anticipate your 

paper as one part of the entire proceedings, and not as 

an independent document. Please do not revise any of 

the current designations. 

 

2.3 Perceptual Linear Prediction Model for  

       Feature Extraction 
   In PLP, The speech spectrum obtained is modified 

by several transformations that are based on models of 

the human auditory system. The various steps in-

volved are as follows: 

 

Step 1: Calculating the short term power spectrum of 

the voice signal 

 

Step 2: Critical-Band Spectral Analysis: 

   The spectrum   ) is warped along its frequency 

axis into the bark frequency     by the given formula: 

         
 

   
     

 

   
 
 

                  (5) 

   The resulting warped power spectrum obtained us-

ing Equation (5) is then convolved with the power 

spectrum of the simulated critical-band masking curve 

i.e.        
 

      

 
 
 

 
 

 

                                                      

                                     
                                         

                                   
                                                   

   (6) 

The discrete convolution of       with power spec-

trum yields samples of the critical-band power spec-

trum. 

 

Step 3: Equal-Loudness Pre-emphasis: 

   Hynek's magic equal-loudness-curve formula [17 ]is 

utilized, in which the function  eql’ is an approxima-

tion to the unequal sensitivity of human hearing at 

various frequencies and simulates the sensitivity of 

hearing at about the 40-dB level. 

 

     
   

     
 
 

  
         

 

         
                                (7) 

 

Where, 

                     and 

                                                      (8) 

 

Step 4: Intensity-Loudness Power Law of Hearing: 

   This operation simulates the nonlinear relation be-

tween the intensity of sound and its perceived loud-

ness. It is similar to cube root amplitude compression.  

 

Step 5: 

   Inverse Discrete Fourier Transform of the output 

obtained after cube root compression yields autocor-

relation coefficients [18-19]. The first half of those 

values is used to determine the autoregressive coeffi-

cients which can be further transformed to cepstral 

coefficients for one’s convenience. 

   The phases comprised in the perceptual linear pre-

diction technique are given in Algorithm 1and the 

block diagram of modified autocorrelation pitch de-

tection algorithm is depicted in Figure 1.  

 

Algorithm.1 - perceptual linear prediction technique 

 

Step 1 : The short term power spectrum of 

the voice signal was calculated.  

Step 2 : The spectrum       was warped 

along its frequency axis into the bark 

frequency (Ω) using Eq. (5) 

Step 3 : Power spectrum of the critical-band 

masking curve      was determined 

using (6) and the bark frequencies 

(Ω) were obtained. 

Step 4 : The discrete convolution of       
with Power Spectrum yielded sam-

ples of the critical-band power spec-

trum. 

Step 5 : The critical bands were weighted 

with the Hynek's magic equal-loud-

ness-curve values calculated using 

Eq. (7). 

Step 6 : Cube root amplitude compression 

was performed on the weighted criti-

cal bands. 

Step 7 : Inverse Discrete Fourier Transform 

was performed on the output ob-

tained after cube root compression 

yielding autocorrelation coefficients 

Step 8 : The first half of those values was 

used to determine the autoregressive 

coefficients. 

Step 9 : The autoregressive coefficients were 

further transformed to cepstral coef-

ficients for one’s convenience. 

 

2.4 Modified Hidden Markov Model (M- 

       HMM) for speaker Modelling 
 

   Algorithm 2 Hidden Markov Model for speaker 

modeling 

 

Step 1 : Observation vector was computed  

by k means clustering algorithm using 

the obtained PLP features in both the 

training and identification phases 

Step 2 : The initial state probability distribution 

matrix was assumed as  [1 0 0 0 0]’, as 

we considered 5 states 

Step 3 : Using the assumed initial state prob-

ability and the computed observation 

vector, HMM parameters like transi-

tion matrix (A) and emission matrix 

(B) were determined, in the training 

phase 
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Step 4 : The probabilities of match between 

test speaker and the speaker models 

were computed using the test voice 

signal’s observation vector and the 

HMM parameters (A and B) of the 

registered speakers, in the identifica-

tion phase. 

 

   HMM is a doubly stochastic process in which one of 

the processes producing the sequence of observation 

and the other one is describing the state evolution [20-

21]. An HMM model is characterized by the number 

of hidden states in the model (N), the initial state dis-

tribution , State transition probability distribution (A) 

and observation symbol probability(B). In the pro-

posed method, an estimation problem is solved using 

Forward-Backward algorithm to train the model pa-

rameters A and B to get maximum probability for the 

given observation sequence. The steps followed for 

HMM technique is given in Algorithm 2. 

 

3. EXPERIMENTAL RESULTS AND    

 DISCUSSION 
   In the proposed method various Realistic Design 

Constraints have been considered and analyzed. 

 

3.1 Voice Modulation of a speaker 
   Natural voice changes may affect speaker recogni-

tion accuracy like a temporarily hoarse voice caused 

by a cold or other sickness, different emotional 

states that affect voice (i.e. a cheerful voice versus a 

tired voice) and ddifferent pronunciation speeds dur-

ing enrolment and identification. The aforementioned 

voice and user behavior changes can be managed in 

two ways: Separate enrolments for the altered voice, 

storing the records in the same person's template and a 

controlled, neutral voice during enrolment and identi-

fication. 

 

3.2 Sensitivity of the Recording Device 
   The speaker recognition accuracy depends on the 

audio quality during enrolment and identification. 

There are no particular constraints on models or man-

ufacturers when using regular PC microphones, head-

sets or the built-in microphones in laptops, 

smartphones and tablets. However the same micro-

phone model is recommended (if possible) for use 

during both enrolment and recognition, as different 

models may produce different sound quality.  

Some models may also introduce specific noise or 

distortion into the audio, or may include certain hard-

ware sound processing, which will not be present 

when using a different model. And also the 

same microphone position and distance is recom-

mended during enrolment and recognition.  

   Headsets provide optimal distance between user and 

microphone; this distance is recommended when non-

headset microphones are used. Web cam built-in mi-

crophones should be used with care, as they are usu-

ally positioned at a rather long distance from the user 

and may provide lower sound quality. The sound 

quality may be affected if users subsequently change 

their position relative to the web cam. 

 

3.3 Noise in the Environment 
   Speaker recognition algorithm is sensitive to noise 

in the background; they may interfere with the user's 

voice and affect the recognition results. These solu-

tions may be considered to reduce or eliminate these 

problems: (i) A quiet environment for enrolment and 

recognition, (ii) Several samples of the same 

phrase recorded in different environments can be 

stored in a biometric template. Later the user will be 

matched against these samples with much higher 

recognition quality (iii) Close-range microphones 

which are not affected by distant sources of sound to 

be used and (iv) Third-party or custom solutions for 

background noise reduction, such as using two sepa-

rate microphones for recording user voice and back-

ground sound, and later subtracting the background 

noise from the recording. In the proposed method, two 

identification systems were developed. One that uses 

PLP only, the other one uses PLP and Pitch both. 
 

 

 

Figure.1 Block diagram of modified autocorrelation pitch 

detection algorithm 

 

   In both the systems, HMM is used for speaker mod-

elling and comparison purpose. In the  PLP Only 

System’, the features of test voice signal   are matched 

with all the 10 speaker models. This is not the case in 

the  PLP-Pitch System’ as in here since speaker mod-
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els are divided into sets, the number of comparisons 

have reduced. This way higher identification accuracy 

of the system has been achieved. Since there are  10’ 

speaker models in total created in the training phase, it 

was observed that in PLP Only System, the no of 

comparisons taking place was more than that in PLP-

Pitch System. Moreover, pitch of all the 10 speakers 

were calculated and accordingly based on the thresh-

old values, categorized into sets.   

 
TABLE 1 PITCH OF SPEAKERS’ VOICES (ONE TIME 

RECORDING) 
 

Speakers Pitch (Hertz) 

Speaker 1 138.34 

Speaker 2 173.82 

Speaker 3 118.46 

Speaker 4 160.21 

Speaker 5 105.24 

Speaker 6 187.41 

Speaker 7 213.09 

Speaker 8 208.70 

Speaker 9 198.46 

Speaker 10 232.39 

 

   In this work, voice signals were recorded from 10 

speakers using a recording device in a noise free envi-

ronment. All the speakers were asked to utter a word 

 zero’. The time duration of every recording was 4 

seconds. Threshold values for the case of One Time 

Recording are: Pitch1 = 120 Hz, Pitch2 = 180 Hz, 

Pitch3 = 200 Hz and Threshold values for the case of 

Two Times Recording are: Pitch1 = 150 Hz, Pitch2 = 

170 Hz, Pitch3 = 200 Hz. Pitch of speakers’ voices for 

one time recording and two time recording were listed 

in Table 1 and Table 2 respectively. 

 
TABLE 2 AVERAGE PITCH OF SPEAKERS’ VOICES (TWO 

TIMES RECORDING) 

 

Speakers Pitch (Hertz) 

Speaker 1 150.14 

Speaker 2 172.69 

Speaker 3 146.35 

Speaker 4 155.37 

Speaker 5 137.75 

Speaker 6 187.84 

Speaker 7 213.09 

Speaker 8 208.70 

Speaker 9 198.46 

Speaker 10 232.39 

 

   Both the systems were tested for a range of K val-

ues, where K is the order of the Autoregressive Coef-

ficients computed in Perceptual Linear Prediction 

Method. For both the systems, we observed the num-

ber of speakers which were unidentifiable by the sys-

tem as well as the number of speakers which were 

nearly identifiable.  
 

TABLE 3 OBSERVATIONS FOR ONE TIME RECORDING 

 

K 

Value 
Method 

No. of 

Speakers 

(Un-identifi-

able) 

No. of Speak-

ers 

(Nearly Iden-

tifiable) 

4 
PLP 9 1 

PLP-P 3 2 

5 
PLP 6 1 

PLP-P 2 1 

6 
PLP 2 1 

PLP-P 0 1 

7 
PLP 4 0 

PLP-P 2 0 

8 
PLP 7 0 

PLP-P 5 0 

 
TABLE.5 OBSERVATIONS FOR TWO TIME RECORDING 

(SERIES 2) 

  

K 

Value 
Method 

No. of 

Speakers 

(Un-

identi-

fiable) 

No. of 

Speakers 

(Nearly 

Identifi-

able) 

4 
PLP 10 0 

PLP-P 4 0 

5 
PLP 5 0 

PLP-P 4 0 

6 
PLP 4 0 

PLP-P 1 0 

7 
PLP 6 0 

PLP-P 1 0 

8 
PLP 8 0 

PLP-P 7 0 

 

 The efficiency of the system is determined by the 

parameter called speaker identification rate which is 

the percentage of the number of speakers which got 

identified by the system out of the total no of speakers 

and were listed in Table 3, 4 and 5. Performances of 

both the systems are compared for different values of 

the autoregressive model order for both the cases of 

one time recording and two times recording and was 

given in Figure 2, 3 and 4. 

For each speaker in the database, there is a corre-

sponding Hidden Markov Model. The basic structure 

of speaker identification (identification phase), as-
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suming there are  M’ speakers in the database is that 

speaker identification has to perform  M’ pattern 

matching between the unknown speaker and  M’ 

known speakers. With a large number of speakers in 

the database, the performance of speaker recognition 

will decrease. Moreover since HMM is a doubly sto-

chastic process, this models are too flexible and hard 

to train. As a result the high recognition accuracy is 

hard to be achieved with a large number of speaker 

models to compare with. This issue has been avoided 

in this project by incorporating pitch as an additional 

factor for the categorization of speaker models and to 

achieve improvement in HMM algorithm. 

   Speaker’s voice signal varies due to various factors 

and the fundamental source of variation is the speaker 

himself/herself. Moreover, speech signals in training 

and testing sessions can be largely different due to 

many factors. Even estimating the exact pitch value of 

the voice signal is not easy. We don’t have highly 

accurate pitch detection methods. Therefore in order 

to get almost accurate pitch value, we went for multi-

ple recording of the voice signal, calculating pitch of 

each of the recordings and finding the average of all 

the pitch values.  

 
TABLE 4: OBSERVATIONS FOR TWO TIME RECORDING 

(SERIES 1) 

 

K 

Value 
Method 

No. of 

Speakers 

(Un- 

identifiable) 

No. of 

Speakers 

(Nearly 

Identifiable) 

4 
PLP 10 0 

PLP-P 4 0 

5 
PLP 6 0 

PLP-P 3 0 

6 
PLP 3 0 

PLP-P 2 0 

7 
PLP 6 0 

PLP-P 2 0 

8 
PLP 8 0 

PLP-P 7 0 

 

   Hence, with reference to the data in tables and fig-

ures, for every value of the auto-regressive model 

order it can be observed than the number of unidenti-

fied speakers in  PLP Only System’ is more than that 

in  PLP-Pitch System’. Moreover, it can be seen that 

the Speaker Identification Rate (the number of speak-

ers out of the total which are identified by the system) 

of the  PLP-Pitch system’ is more than that of the 

 PLP Only System’, for each and every value of K. 

 

 
Figure 2 K-value versus SIR (for one time recording) 

 

 
Figure 3 K-value versus SIR (for two times recording – 

Series 1) 

 

 
Figure 4 K-value versus SIR (for two times recording – 

Series 2) 

 

4. CONCLUSION 
   In this paper, a speaker recognition systems was 

developed in two phases: training phase and recogni-

tion phase. In the training phase, each registered 

speaker provides samples of his/her speech so that the 

system can create a reference model corresponding to 

that speaker. In the testing phase, the input speech is 

compared with stored model(s) and a recognition de-

cision is made. In HMM the efficiency of the system 

reduces on increasing the number of speaker models. 

Hence, to overcome this drawback of HMM, pitch 

was used as an additional feature to categorize the 

speaker models into sets in order to reduce the num-

ber of comparisons for improved results. 
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